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Motivations

cut

•Hypergraph partitioning is a foundational problem in EDA

•State-of-the-art partitioners follow a multi-level paradigm, progressively coarsening hypergraphs to 
explore a vast solution space efficiently, but they 
•Overlooking global structural information during coarsening
•Rely on refinement heuristics during local improvement

•SpecPart refines solutions by spectral information, but relying on good initial solutions

Limitations of SOTA partitioners call for new hypergraph partitioning algorithms

Hypergraph example Multi-level graph partitioning
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Contributions
A novel analytical optimization framework for better partitioning quality

•A multi-level evolutionary differentiable hypergraph partitioner named MedPart

How to improve 
hypergraph 
partitioning 

quality?

•Feature 1: A fast spectral hypergraph coarsening algorithm (capturing global 
info)

•Feature 2: An evolutionary differentiable algorithm that integrates genetic 
algorithm with gradient descent for optimization at each coarsening level 
(analytical optimization rather than heuristics)

•Feature 3: Accelerate our evolutionary differentiable optimizer with deep 
graph learning toolkits on GPUs by analogy between hypergraph 
partitioning and deep graph learning
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Problem Formulation
Divide a hypergraph into multiple nearly equal-sized parts while minimizing cut edges

Minimize cut size

Non-overlap between partition blocks

Balanced partition block sizes
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Spectral Coarsening and Multi-Level Optimization

•Phase 1: Graph coarsening (top-down)
•Hypergraph -> Clique expansion graph
•Progressive graph coarsening on the clique 
expansion graph by graph signal processing-
based fast spectral coarsening technique [1]
•Construct the projection matrices

•Phase 2: Coarse-to-grain partitioning (bottom-
up)
•Enumeration or evolutionary differentiable 
algorithm at each level
•Coarser-level solutions are mapped to 
solutions at finer using the projection 
matrices and act as starting points

 

[1] Graphzoom: A multi-level spectral approach for accurate and scalable graph embedding, ICLR 2020 
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Evolutionary Differentiable Hypergraph Partitioning
Gradient descent-based analytical optimization + Genetic algorithm for initialization

•M gradient descent (GD) trials runs in parallel to optimize 
the M offsprings

 

•Generate M offsprings by crossover and mutation

 

 

•Update population with the optimized solutions from GD
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Acceleration By Deep Graph Learning Toolkits on GPUs
Leverage analogy between hypergraph partitioning and deep graph learning

Cut size evaluation        <->        Forward message passing in graph neural network
Cut size minimization    <->        Backward gradient propagation in graph neural network
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Results on ISPD98 VLSI Circuit Benchmark Suite
Small gap to the best-published results

Best 
published 

results

Leading 
partitioners

MedPart 
from 

scratch

MedPart 
refinement
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Results on Titan23 Benchmark Suite
Up to 30% smaller cut size than best-published results 

Up to 30% 
smaller cut size
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Runtime

Linear runtime scaling, but still large room to improve



17

Ablation Studies

Multi-level paradigm is helpful

Stable performance of MedPart
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Conclusions

•We develop MedPart, a novel multi-level evolutionary differentiable 
hypergraph partitioning framework
•MedPart consistently outperforms the leading partitioner hMETIS on public 
benchmarks and achieves up to a 30% improvement in cut size compared to the 
best published solutions for some benchmarks
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Future Directions

•Further improve runtime efficiency and quality of solutions

•Scale to hypergraphs with100M vertices/edges
•Apply to other partitioning problem formulations, e.g., timing-driven netlist 
partitioning
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Looking forwards to your 
valuable feedback/comments! 

(email: rliang@nvidia.com)


