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Custom Circuits are Everywhere

+ Analog/mixed-signal (AMS) circuits

» Internet of Things (IoT), autonomous vehicles

,  Every sensor-related application

» Sensitive digital circuits

» High speed/performance SerDes

, Interconnect circuits

»  Electro-optical links

[Source: IBM]

Custom layout is a bottleneck in chip design!!



Challenges of Custom Routing

Noise <«——» Linearity

, Sensitive nature

Power "-.‘ Gain
Dissipation Lt
» Suspectable to parasitics b _.
Input/Output ,--'::':::.',._'"‘ * Supply
- . Impedance Voltage
» Complicated design rules
Speed-——s'3v.t§§§
' Lay(_) ut co nstrai nts [Source: Razavi, Design of Analog IC]
» Geometrical/Electrical constraints
Should these two uﬁf T e
- - wires be symmetric? ,“SRIRRHE
» No common evaluation metrics ﬂg,g m-;;ﬂ_ﬂm.ﬂgea;;; ﬂggg}uﬁlu""&ﬁﬂﬂﬁﬂ@ﬁﬂnjﬁuﬂggﬁﬁﬁﬁﬁ

» Design conventions and aesthetiC [ shouldthis wire be placed on

Metal4?

It looks better to
put this wire here

eng Ineerin g Aesthetic is often a surrogate for correctness
[Rutenbar, 2016]



Existing Custom Routing Algorithms

v Template-based routing [Crossley+,ICCAD13],...
v Simulation-based routing [Choudhury+, DAC’90],...

+ Constrained routing
» - Symmetry constraints: [Xiao+,/ICCAD’10], [Chen+, ICCAD’20], ...
»  Topology-matching constraints: [Yan+, ICCAD’08], [Ou+, TCAD’14], ...

»  Exact-matching constraints: [Ozdal+, ICCAD’12], ...

Designed for specific use cases We want a constraint with good

« Some are applied in planar technology nodes or PCB flexibility and descriptiven ess
« Hard to cover all kinds of designs

« Cannot be easily modified and extended for future needs



Path-Matching Constraints

‘ + A path Is a pin-to-pin connection within a net

+ A path-matching constraint consists of several paths to be matched
»  Paths can be in the same net or different nets

» Match the resistance of paths in the same constraint

+ Can describe widely used geometrical constraints (e.g., symmetry, exact-

matching) |
Constraint: Match (t1 - t2), (t4 - t5)

2 paths, 1 matching group

1 o (1 P — -
ay 5 B b, Make the two path resistances
cpellgrg 12 b as close as possible
a 4
3 @4 ®6

Net A Net B 7



Solving Path-Matching Constraints

» Hard problem

> No trivial heuristic algorithms

»  Different path-matching constraints can be dependent

Net A Net B Net C

Matching the red paths could affect the matching of paths

RL!!
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» RL Guided Custom Detailed Routing Framework



Rip-Up and Re-Route

+ Widely adopted in modern routers to handle congestion

»  Basic rip-up and re-route

» Remove all violated nets (inefficient and hard to converge)
> Negotiation-based rip-up and re-route (NRR)

» Maintain history costs on routing grid edges

Example: L-shape routing with history

a —b a b de=i
i -
o) d=c+l
a 3 a .
o= 2 5 d: demar.ld
S 4 d: capacity

[Source: Liu+, TCAD’12, NCTU-GR]
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Routing Topology Adjustment

‘ + Use a revised history cost method to encourage new routing topologies

Traditional method

_—

/—-—/

|_

Our method

Increase history cost in

congested region

Increase history cost _—

in routed region

Higher chances to

change net topology

In sparse designs!!

11



Routing Topology Adjustment

[ [ [
1 Rip-up segment 4
P-up Sey Refine Reconnect
9 ° )
4 l
o 5 \ ¢ L

Repeat the process to reach the desired routing topology



RL Guided Custom Detailed Routing Framework
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Heterogeneous graph representation

Graph construction
t;
t; I

Constraint
Pij = Pik

\/

Feature initialization

geometry feat. om
history feat. cm —— oo
DRV feat. o
, horm. . norm. norm.  norm.
O= segments||length|| vias ||resistance _,
o [m} [m} o

O =

ptp. std. avg.
[ . . .
OF: resistance ||resistance || resistance _, o
a a a

\

¥

RL policy learning

T .

Distributed rollout sampling

State
V! segment nodes EY : seg-seg edges
V'P: path nodes
; V¢ constraint nodes B¢ ; path-cstr edges
E< : cstr-seg edges
¥

. Action
rip-up segment s;

. t; L; —
Rip-up z e Pt e—
¥

Transition
remove dangling segments

t; .
Refine z N t; -
tj tk t; I

«- extra history cost

t_ X
Reroute /I _—
t; I )

t;
; I )

E' : seg-path edges [

PPO model training

Custom GNN
I
P T T T
1 1
Policy Value
module module

¥
Reward

S e o Em Em Em R R M M M R M R M MR Em R e Em R R R e e e e e M M M R M M M M M M M e e mm

________________________________________________________________________
....................................

- =

-------------

‘Trained:

: H— New state
1 38?{'!(%5:-’ |

Action —> Stop NLﬂ»Execute

¥

Yes

Q¢
: Max iter = Reset history

Optimized routing
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RL Guided Custom Detailed Routing Framework

|
= 4 RL policy learning w»wo e S
Routed nets ! b RL-guided rip-up and re-route !
i . - . L
Vi Distributed rollout sampling o . ST
P T S - i I . . I
’ . ' ! | Random routing solutions: : | 1
+ Heterogeneous graph representation @ State - X ;__ o
1 e V*: segment nodes E‘ : seg-seg edges o Ontimizati it
. i I (o Zs “0e0 e t
: Graph construction x V'?: path nodes E*P : seg-path edges [ L ptimization procedure ;|
! - V¢ constraint nodes EP¢ : path-cstr edges ' Trained: g
L ’o E < : cstr-seg edges - Vol sent e New state i
1 i tr = v Batched graphs L):[_‘F{“f'] i :
: Consiraint ' ® _ Action T % J : ., H
r;,l?N Dik 1 mp-upsezment . | Action —> _Stop ~————Execute i
- i ~ i Lt — t = = 1
: ¥ :.>: Rip-up t - - ” - t PPO model training = Yes !
! e T . : - : . ! ' i!
! Feature initialization i v Custom GNN = T it No _ 1
] [ I .. a’ A — QO . —— :
i S o Transition . = Max itel Reset history i
1 . Om i o » Aanaoli o) > ! i
: O ! g histozfeat. - E E . [L]"ll:l_\._‘;:i;l'l]i_’,llllg .\Lg_ﬁm;nt.\ S E : !
f DRV feat. mm 1 1. Refine ) '//_,/ { ‘ I i |
1 1 1 T; D L : ; *alic [« y
t o morm. norm. norm. norm. Vo J ' tj 2 Policy VAL 1
: m segments||length|| vias ||reSiStance—>n:|:u : : extra history cost I L 1
1 o o o o 'BE { M N | | O S — 1
. tp. std. avg. 1 1. Reroute ., ) !
! @ z° p p : : & - : (A t: [ ] iy 1
: resistance ||resistance || resistance _.y bor ; J ' .
o o a 1 1
‘\ ’I | }, 1
1 i

Reward
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Heterogeneous Graph Representation

+ Routing solutions are transformed into heterogeneous graphs

> Nodes: segment nodes, path nodes, constraint nodes

» Edges: seg-seg edges, seg-path edges, path-cstr edges, cstr-seg edges

Nets A, B, C Constraints _
- ¢, match paths (t1- t1), (¢} > t}), (¢2 > 2) 2 constraints
- ¢,: match paths (tZ- t2), (t3- t3) 5 paths

15



Heterogeneous Graph Representation

+ Routing solutions are transformed into heterogeneous graphs
> Nodes: segment nodes, path nodes, constraint nodes

» Edges: seg-seg edges, seg-path edges, path-cstr edges, cstr-seg edges

Nets A, B, C Constraints _
- ¢,: match paths (t1- 1), (¢} - t1), (¢ > t2) 2 constraints
- ¢,: match paths (t7- t3), (t7- t3) 5 paths

=

© Node (seg) — Edge (seg-seg)

16



Heterogeneous Graph Representation

+ Routing solutions are transformed into heterogeneous graphs
> Nodes: segment nodes, path nodes, constraint nodes

» Edges: seg-seg edges, seg-path edges, path-cstr edges, cstr-seg edges

Nets A, B, C Constraints _
- ¢,: match paths (t1- 1), (¢} - t1), (¢ > t2) 2 constraints
- ¢,: match paths (t7- t3), (t7- t3) 5 paths

2 42
(t1— t3)

1 > 2 42
(t1— t; (ti— t3) (t1— t3)

© Node (path) —Edge (seg-path)

3 . ,3
(t1— t3)

17



Heterogeneous Graph Representation

+ Routing solutions are transformed into heterogeneous graphs

> Nodes: segment nodes, path nodes, constraint nodes

» Edges: seg-seg edges, seg-path edges, path-cstr edges, cstr-seg edges

Nets A, B, C Constraints

- ¢,: match paths (t1- 1), (¢} - t1), (¢ > t2) 2 constraints

- c,: match paths (t2- t3), (t3- t3) 5 paths
c €2
0. S
O—0 O=0
Q— ¢ o—Q
a Q=9 oy S
O & ‘.. O
O—-0
O—0 -0

© Node (cstr) — Edge (path-cstr) 18



Heterogeneous Graph Representation

+ Routing solutions are transformed into heterogeneous graphs

> Nodes: segment nodes, path nodes, constraint nodes

» Edges: seg-seg edges, seg-path edges, path-cstr edges, cstr-seg edges

Nets A, B, C Constraints _
- ¢,: match paths (t1- 1), (¢} - t1), (¢ > t2) 2 constraints
- ¢,: match paths (t7- t3), (t7- t3) 5 paths

) ‘_:&

-»Edge (cstr-seg, from cy) ~>Edge (cstr-seg, from c2) 19




Graph Node Features

‘ Segment nodes Path nodes

Feature Description Feature Description

Norm. bottom-left coordinate (X, Yy) Norm. segment count

Norm. top-right coordinate (X, y)

2 Norm. length 1
Norm. length 1 Norm. via count 1
Norm. layer index (lower layer for vias) 1 Norm. path resistance 1
Norm. design rule violation count 1
Norm. neighboring history costs 11 Constraint nodes
Boolean indicator for via 1
Boolean indicator for terminal segment 1 Norm. maximum difference of path resistances 1
Norm. average of path resistances 1
Query box Norm. std. of path resistances 1

target segment

20



RL Guided Custom Detailed Routing Framework

- e e

Routed nets

______________________________

- A Y
Heterogeneous graph representation

Graph construction

t ] L

J

Constraint

Pij & Dil
Feature initialization
geometry feat. .
o history feat E Ssnanass]
DRV feat. om
norm. norm. norm.  norm.
¥ segments||length|| vias ||resistance_,
a a a a
ptp. std. avg

resistance ||resistance || resistance _, oo

______________________________

RL policy learning

Distributed rollout sampling

State
» Vi segment nodes EY : seg-seg edges
V'P: path nodes E'P : seg-path edges

. V: constraint nodes E?¢ : path-cstr edges
E< : cstr-seg edges y.

v
Action
rip-up segment s;

. t; t; ——
Ripup 4, e Pt e—
v
Transition

remove dangling segments

e
tj t — tr

«- extra history cost

_;ZZZZZZZZZZZZZZZZZZZZZZZZZ"
...........................

PPO model training
Custom GNN J

Policy
module

Reroute -/ #
;I tj

¥

Reward I

e o o o o W W Em Em R R R R e e e e e = = w

- o o

L T e R ~
] .
Vo RL-guided rip-up and re-route
1
o e
1 i . .
- ‘Random routing solutions
1 ) U T o
o AL I I i e :
1 . - - . :
o Optimization procedure
LI J:;;1;:::::',
| =
' l.llllL‘('
VoL *—.— New state
1 agents ;. :
1 -
= : N No
s | Action —> _Stop —Execute
1, :
1 : Yes
1 ] No
b Max iter = Reset history
=
LI
]
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Actions

‘ » Choose a segment to remove

State s’ Action a3 Transition State s(+1)
2 Policy/Value_) ty _)t} mm i bt t2
e e PR
rip-up segment £3 yefine re-route

Or do nothing (stop the Markov process)

State s() A Sequence length matters!!
1 2 olcy/vaiue
t1t1t1= > networks > DONE!! - Too short: optimized solutions not yet reached

2 2

- Too long: accumulated history costs block

the agent from getting good solutions

22



Policy/Value Network Architecture

GNN
x Segment

State s OZE O/& j& %) Q* ‘O‘O L
tl-tl—-) % %8 O ey UM

- O

Y.

to it - Q. o
seg-seg aggregator seg-path aggregator path-cstr aggregator cstr-seg aggregator .
(SAGE-Pool-ReLLU) (SAGE-Pool-ReLLU) (SAGE-Pool-ReLU) (SAGE-Pool-ReLLU) 10 hy
—————— | concar. Y oliey module  aciinn mask: filter out vias
Moo h || P a0 B >m(a1]s) o exp(Qy(s, ar))
n I > 12 || gy, OOOEEER — >7g(as]s) o< exp(Qo(s,az)) > Expected returns
2|1 ; 5 | : of actions
: hi, || h gy OO0 EEEE >7g(ar|s) o exp(Qa(s,ar))
hk 1 ! havg || havgmm - F(C, -)71'9(@0|S) X eXp(Qe(S,CLO))
: RL training
h v l Value module with PPO
avg O = .
_ _g_ o | > > Predicted
Mg B —> oX° —> Up(s)” state reward
FCy 23



Reward Function

» ODbjectives
»  Total wirelength
» Total via count
» Total design rule violations

»  Avg. (peak-to-peak path resistance difference) of all path-matching constraints

wy(previous WL — current WL)  wirelength improvement of the action

+w,iq(previous VIA — current VIA) viaimprovement of the action

+w, ., (previous DRV — current DRV) DRV improvement of the action

TWhip (previous PTP — current PTP) matching improvement of the action

24



RL Guided Custom Detailed Routing Framework

-------------

fffffffffffff

Yes

No

«=—— New state T

Action —> Stop NL»Execute

i Max iter = Reset history

________________________________________________________________________
....................................

Optimized routing

25



RL-Based Rip-Up and Re-Route

» Integrated with trained RL policies e

. RL-guided rip-up and re-routing
. Start with randomly routed solutions E Random routing solutions. |
: e
) Optimize routing patterns for each match G Optimization procedure

-------------

""""""""

group sequentially

» RL agent decides which segment to remove, or : No
Action —> Stop . ————Execute

stops the process lYes

- EE EE EE B EE B B B B s B o o
= ——————

: . No
Reset the history costs and repeat the : Max iter = Reset history
procedure to further optimize solutions " l‘f"f _______________ .
DONE!

AR R AR REREA AN AEESEASSASSSAESSESSSSSEESAESSESEEEEEEEEEES
o o O O O O O O B B B B N B B B BN N BN B E e e

26



Outline

Experimental Results
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Experiment Settings

» Comparison of layouts

»  Manual
»  AUtoCRAFT [Chen+, ISPD’22]
»  RL (this work)

» Same placement for each test circuit

» Additional net symmetry constraints are specified for AutoCRAFT's

custom router

28



16:1 Multiplexing Buffer (BUF)

‘ + Designed to drive a large capacitive load with the ability to select between
16 input signals (IN<15:0>) using 4-bit control (ctri<>)
» 42 cells, 66 nets, 228 pins

» 6 path-matching constraints, 30 paths

» Manual placement

x8

16 8 4 2 ouT
IN<15:0> =f B mH B—l‘ B"' B 'DDDD_

Ctrl< > M




Post-Layout Performance of BUF

- Insertion Delay (ps) Rise/Fall Time (ps)
ge

Sta:
AVG 11.9 10.1 102  10.3/105 9.2/94 9.3/95
VIA 2 272
& 1 s 0.33 0.25 023 027/029 022/024 025/0.25
DRV 0 0
, AVG 11.9 11.0 111  102/114 95/10.7 10.6/108
PTP (Q) 64.6 22.3 STD 0.15 0.17 0.15 0.14/0.14 0.16/0.19 0.12/0.12
Runtime (s) 0.40 3.70 e il 11.3 116 105/105 9.9/99  10.0/10.1
STD 0.08 0.08 006 0.08/006 0.05/0.06 0.02/0.00
. AVG 11.2 10.4 10.9 9.1/9.7 8.4/9.0 8.9/95
STD 0.1 0.01 0.00 ; ] ;
tor. AVG 777 72.7 74.1 ; ] ;
© STD 0.53 0.42 0.34 ; ] ;

AutoCRAFT generates routing with shorter WL, while RL generates a more balanced layout

PTP path resistance difference reflects in STD of insertion delay and rise/fall time
30



4-Stage Ring Oscillator (OSC)

‘ v Generates 10.3GHz complimentary in-phase (ckO00/ck18
phase (ck090/ck270) clocks with a 750mV supply voltage

» 21 cells, 16 nets, 102 pins
» 6 path-matching constraints, 14 paths

Manual placement
) P ck000 ck090 ck180

> -

0) and quadrature-

ck270

>

>
~

SIS

31



Post-Layout Performance of OSC

ooy 027 1075 1068
WL (pm) 21.3 21.0

VIA 38 90 ck000 49.0% 50.3% 50.2%

ck090 49.1% 50.3% 50.3%

DRV 2 0 ck180 48.9% 50.1% 50.2%

PTP (Q) 130.4 23.9 ck270 49.2% 50.1% 50.1%

Runtime Avg 49.1% 50.2% 50.2%

(s) 0.40 18.38 STD 0.10% 0.11% 0.09%

ck090 0.28% -0.17% 0.15%

ck180 0.00% -0.03% -0.13%

ck270 0.33% 0.27% 0.05%

Avg 0.20% 0.16% 0.11%

STD 0.15% 0.10% 0.04%

RL-generated layout is more balanced

32



6-Bit Phase Interpolator (Pl)

‘ + The 6-bit phase interpolator adjusts the output clock phase in 1.33ps
Increments (60 phase steps) by interpolating between 4-phase input clocks
(ck000, ck090, ck180, ck270) at 12.5GHz

» 124 cells, 122 nets, 620 pins

» 19 path-matching constraints, 56 paths

» Manual placement ck000
ck180 CLK
ck090
ck270

ctri<>



Post-Layout Performance of Pl

Integral non-linearity (INL) v.s. phase code

WL (um) 380.7 385.8 15 |
VIA 779 790 , 05 |
DRV 1 0 <05 AutoCRAFT (w/o sym)
PTP (Q) 111.6 38.2 1.5 |
Ru?st;me 123.94 13227 25 0._.._.. J_._ZLD__.-._._4.0_._._.__._‘;0 - AUtoCRAFT (w/sym)
. Phase code — RL
15
03 — Manual
Z.05
15 |
0 20 40 60

Phase code 34



Policy Generalization

‘ » Compare the training of Pl with two different settings

)

>

Pre-train an RL policy using BUF and OSC, and do fine-tuning with Pl

Train Pl only from scratch

Total training loss

2.4

19 |

14

09

0.4

-0.1

Total training loss

M

—Fine-tuning
From scratch

0 50

100

150

Training iteration

200

0.06 |

Policy loss

-0.03

-0.06

0.03 |

Policy loss

—Fine-tuning
From scratch

LTI SR

0 50 100 150 200
Training iteration




Policy Generalization

+ Take the trained policies at different time stamps and integrate to the RL-

based rip-up and re-route optimization procedure

Normalized routing cost (inference)

1.0 |
® Fine-tuning
@ 08 | From scratch
(&)
? 06
S
© 04
£
o 0.2 I
- 11 1N
0.0 —

1h 2h 4h 6h 8h 10h 12h
Training time

Pre-trained models can be generalized to unseen circuits in some degree!! .
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Conclusion and Future Work

‘ + RL-based custom detailed routing framework
»  Efficient heterogeneous graphs for routing solutions
»  Revised history cost accumulation scheme to encourage routing solution diversity
»  Path-matching constraint handling
»  Flexible framework that can extend to new objectives by adjusting the reward function

> Generalizable RL policies for new/unseen circuits

+ Future direction

»  Support more complicated custom routing strategies

» Parallel routes, rings, ...

38



Thank you!
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