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Problem Statement

« Performance-critical designs still implemented using
custom (non-APR) techniques to provide best QOR

 However, custom design effort no longer fits project
schedule due to
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Exploiting Design Segmentation

« Typical custom designs contain

— Control logic
« Random logic
« Changes frequently
* Needs efficient optimization
— Datapath logic
« Performance-critical & structured
* Needs fine-grained control

 Need to co-locate these two for
timing and performance

Structured DP




Exploiting Design Segmentation

* We propose the methodology of “Structured

APR” for such designs

Structured DP Structured APR
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Goal: Implement both in a single system
and achieve “best of both worlds”




Structured APR

|ldentify performance-critical
logic suitable for RP

Capture relative placement
and special routing patterns
from original design

Refine RP construction
within and across blocks
iteratively

Implement Random logic
with standard APR
techniques
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Case Study 1: Instruction Decoder
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« Structured Logic: 150 bit, 4 write, 12 entry, 2 read gqueue.
Each bit constitutes a bit slice

« High speed, latch-based design on 22nm CPU
* Implemented as custom design in prior generations



Implementation using RP Directives
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<AND function=cg_and | .clk(netl), .e(netd), .clkout{net2) };

th e m aC rOS <LATCH function=cg_latch ( .db(nl), .clkb(netl), .o(netd) );

<INV function=cg_en_inv|(.a(net3), .0l{nl)});
//rp_endgroup (cg_high_group)

3. Replicate bit slice with  amce
RP to create complete ==
datapath

4. Implement and
distribute control logic
through standard APR
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Results

Structured APR for Instruction Decoder

M Pure synthesis
m Custom
| Structured APR
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* Reduced cell count, wire length and power
« Better design convergence efficiency
« Slight degradation in TNS compared

— Recovered with low effort design techniques



Case Study 2: Hierarchical Design

» Test case Description

— High speed CPU design. Implemented as multiple
small blocks

— High manual effort for convergence
— High rate of logic change (ECOs). Requires fast TAT
— High logical connectivity between sub-blocks
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Cross Boundary Optimization

 Align connected logic

* Freeze sequential cell
placements

 Pre-route and buffer
nets

* Reduces congestion,
Improves timing on
critical nets
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Reduced manual convergence effort




Results

Structured APR for Cross Boundary Opt.

= Conventional APR
= Custom
w Structured APR
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* Reduced timing convergence effort
* Fewer iterations = reduced resources & improved TAT



Case Study 3: Dense Repeater Arrays

« Controlled and deterministic
repeating for top level critical R sReed A 32
Signals : R :
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Tiled Repeater
Arrays



Dense Repeater Arrays

« Alignment of repeaters stages with available tracks
enables a routable solution in EBB-saturated region

« Structured repeater placements + priority routing of signals
achieves ~50% delay improvement over native tool results
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Conclusions

« Structured APR design approach combines efficiency of
APR with fine-grained optimization of custom logic design

« Applicable to a variety of design styles and abstractions

« Improves quality and design closure efficiency over APR
and custom design approaches

« Looking ahead: EDA tools already provide the hooks.
Why not native “Smart-RP” in the tools?

— Recognize regularity in logic.
— ldentify RP candidates

— Auto-structure placement and pre-route
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