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Presenter
Presentation Notes
Good Afternoon, Ladies and Gentleman.
I’m Yongchan Ban from The University of Texas at Austin.
Today, I’m talking about Lithography and Timing sensitivity aware layout optimization techniques.
The title of my talk is Total Sensitivity Based DFM Optimization of Standard Library Cells.
This work is collaborated with Freescale semiconductor.
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Outline

 Motivation
 Our Contribution
 Total Sensitivity

› Device criticality based sensitivity
› Lithography proximity induced sensitivity
› Process variation induced sensitivity

 Total Sensitivity Based Layout Optimization
 Experimental Results
 Conclusions

Presenter
Presentation Notes
This is the outline of my talk.
I first talk how much the gate length variation affects on delay and leakage power in 45nm node devices.
After briefly mention our contributions in this paper,
I’ll introduce the total sensitivity which consists of device criticality, lithography induced sensitivity and process induced sensitivity.
And then, the optimization approach using total sensitivity is discussed.
After presenting the experimental results, I’ll conclude my talk.
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Current Lithography Challenges
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 Optical lithography (193nm) will continue for several years.
› Immersion, RET (Resolution Enhancement Technique, e.g. OPC)
› DPL (Double Patterning Lithography)

 Next Generation Lithography (e.g. EUV)
› Economical/material/technical challenges

[Courtesy Intel]

[Courtesy Intel, 2006]
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Presenter
Presentation Notes
As semiconductor device nodes shrink down to 45nm and below, lithography variation is increasing. 
The main reason is that we are using 193nm lithography even for 45/32nm technology nodes. 
Despite advances in resolution enhancement techniques (RET) such as optical proximity correction (OPC), phase shifting mask (PSM), lithographic variation continues to be a challenge
Therefore, people have worked on EUV lithography for over a decade. But, it seems it would be available after 2012.
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Presenter
Presentation Notes
Due to the lithography variation, gates on a standard cell suffer from gate length variation.
It causes a non-rectangular gate and it directly impacts on circuit performance.
There are three key variation sources: Line-end shortening, Active corner rounding, and poly corner rounding.
Process variation also affects gate length variation.
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Impact of Gate Length Variation
 ΔLgate is up to 10% @45nm node.

 The small improvement of ΔLgate reduction can leads to 
significant decrease of delay and leakage variations.
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Let’s first look at the impact of gate length variation on performance.
From the experimental data in 45 nm node design, the gate length variation due to lithography is up to 10% of the nominal gate length.
In this figure, the X-axis is gate length variation.
This figure is for corresponding delay variation and this figure is for leakage variation.
As you can see, the 10% gate length variation causes over 25% delay variation.
The leakage variation is much more higher than delay.
This Y-axis has log scale.
The 10% gate length decrease causes more than ten times increase in the leakage current in 45nm NMOS.
So, small variation of gate length induces significant delay and leakage variation.
In other words, The small improvement to reduce gate length variation can result in significant decrease of the delay and leakage current.
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Standard Cell Layout Optimization
 Since a lot of identical cells will be used repeatedly, any 

small changes can result in significant improvements. 
 Restricted design-rules in industry [Choi’07 SPIE,Liebmann’09 SPIE]

› Rule based and simple
› Large number of rules and expensive rule checking
› RDR is starting to fail in their attempt to use a discrete modeling 

approach on a continuous systems.

 Lithography model based optimization [Cote’04 ISQED,Tang’08 SPIE]

› Robust layout for nominal lithography
› No consider device criticality in circuit level
› No single metric for both lithography proximity and process 

variation

 New model-based approach is needed.

Presenter
Presentation Notes
Since Standard cells are fundamental circuit building blocks.
Small changes could result in significant improvement in performance and yield.
Typically standard cells are optimized using restricted design-rules in industry;
It is a rule based and simple approach.
It requires Large number of rules and expensive rule checking.
So, some model based approaches have been proposed.
It can achieve robust layout for nominal lithography condition
But, it does not consider device criticality in circuit level.
And there is no single metric for considering both lithography and process variation
So, new model based layout optimization approach is needed.
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Our Contributions

 Timing Criticality
› The variation for a high sensitive device should be as 

small as possible.
 Process Criticality

› Minimize the difference between fastest and slowest 
process corner

 Total Delay Sensitivity Modeling
› Circuit Topological Delay Sensitivity
› Lithography Proximity Induced Sensitivity
› Process Variation Induced Sensitivity

 Delay, Leakage and Process Robust Layout

Presenter
Presentation Notes
So, in this paper we propose a new layout optimization technique to minimize the impact of gate length variation by introducing Total timing sensitivity.
There are two major issues in performance variation.
The one point is that we should more care for the timing critical path and devices.
Each transistor has a different delay sensitivity due to the gate length variation.
So, a high sensitive devices for gate length variation should be carefully treated.
On the other hand, a low sensitive devices could allow relatively large amount of gate length variation.

The other point is that we should consider lithographic process induced variation.
Due to the process variation, the delay usually has the fastest process corner and the slowest process corner.
One of our contribution is to minimize the process difference between the fastest and slowest process corner.

Our Sensitivities consist of those three variations.
Circuit Topological Delay Sensitivity
Lithography Induced Sensitivity
Process Variation Induced Sensitivity
By combining these sensitivity, we can achieve Delay and Process Robust Layout.
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Device Criticality Based Sensitivity
 Delay variation for the delay arc, α due to variation, ΔLi :

 Total delay sensitivity index, Ψ:

 The devices within the cell can be ranked.
 Circuit induced 

sensitivity  σ
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Presentation Notes
Let’s first see the Device Criticality based Sensitivity.
Let ΔLi be a gate length variation in the ith device in a cell. Then the delay variation, Δdi due to ΔLi is given as this equation.
where the partial derivative term represents the sensitivity contribution of the ith device to the cell's delay sensitivity. 
If we assume that ΔLi shows Gaussian distribution, the cell's delay due to all devices can be represented as this equation.
The delay variation is different from the input delay arcs. 
Some devices have significant impact on falling arcs while the other devices have an impact on rising arcs.
To understand the contribution of each device with respect to the cell's total performance, we should consider all delay arcs.
So, we introduce a total delay sensitivity index, Psi 
Which is calculated from weighted sum of delay-sensitivities due to all delay arcs in a cell.
This table is an example of two input NAND.
By averaging the above equation for all timing arcs within the cell, the devices within the cell can be ranked based on their sensitivity contributions.
So, Each device has its own criticality.
We can name Circuit induced sensitivity as σ
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Lithography Proximity Sensitivity
 Transversal (ΔLx) variation and

Longitudinal (ΔLy) variation
 ΔLx: EPE as a function of Δex.

 ΔLy is changed from different conduction
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Induced sensitivity  γ
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Next, we can consider physical layout variation.
There are two possible systematic lithography variations.
One is a proximity effect on nominal process condition.
The other is process variation.
Let’s first look at the nominal lithography induced sensitivity.

The gate length is affected from both a transversal (ΔLx) and longitudinal (ΔLy) directional variation of the gate layout.
This is a target and this is its print-image result.
We can call the difference between (C)-(a) as EPE.
To push this printimage to the target point (A), we should push the original layout to the point (B).
It can be called by Edge offset, Δe.
So, the x-directional length variation is a function of edge offset.
The partial derivative term is computed numerically from the Hopkins partial coherence equations, and the L and R denote the left and right edge, respectively.

The longitudinal gate length is changed due to different conduction of the non-rectangular gate region.
To model the longitudinal component, we use a non-rectangular gate model. 
The basic idea is to convert a non-rectangular transistor into several rectangular slices.

where this partial derivative term is a function of ΔLx and wi (omega), and 
W is the weighting factor which considers the narrow width effect.
we call it the lithography induced sensitivity γ (gamma).
That means this sensitivity considers the transversal and the longitudinal directional variation.
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Process Variation Induced Sensitivity

 Dose and focus errors are the dominant sources

 Given focus level, Δpf , ΔL can be simplified:

 Process induced sensitivity 
 η
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Next we can consider the Process Variation Induced Sensitivity.
There are a large number of potential process errors in lithography process.
All variations show this linear type error, like as dose,
And 2nd order error, in particular focus.
Dose and focus errors are the dominant sources of the systematic errors.
But, The effect of focus and exposure levels are actually correlated each other. 
Assuming that a CD distribution with focus variation is symmetrical, 
for a given focus level, Δpf , the gate length variation is just a function of dose error.
So it can be simplified to a first order form as follows:
We call this term as process induced sensitivity (eta)





Three Metrics of Sensitivity

 Device Criticality  σ

 Lithography Proximity Sensitivity  γ

 Process induced sensitivity  η
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To sum, there are three key sensitivities.
Those are, device criticality (sigma),
Lithography proximity induced sensitivity (gamma), and
Process variation induced sensitivity (eta).
By inserting those two gate length variation into this,
We can get a total sensitivity aware delay.
To implement those tow gate length variation,
We should know the relation between the lithography proximity and lithography process.
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Correlation Between γ and η
 The process sensitivity (η) is highly correlated with the 

lithography proximity sensitivity (γ).
 Once γ is calculated, we can estimate η.
 We should minimize the process gap (Slowest - Fastest).
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In our experiments,
we found that the process induced layout sensitivity is highly correlated with the proximity induced layout sensitivity. 
The lithography proximity is related to EPE variation, and the process induced sensitivity is related to the difference between the largest and smallest CD.
As you can this figure,
As gamma decreases, the band gap between the best and the worst case corner becomes larger. 
In this result, the X-axis is about Gamma, and the Y-axis is about Eta.
The gamma is highly correlated with the Eta.
It means that once the proximity induced sensitivity is calculated, we can estimate the process induced sensitivity.
In other words, By minimizing the lithography proximity and the performance gap of between the fastest and slowest process corners, we can obtain the process-robust layout.
Most of all, the gate length variation due to process variation is just added on that of the lithography proximity.
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Total Sensitivity

 Device criticality aware layout
 Process-robust layout
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So, we can represent a total delay sensitivity by combining the delay sensitivity for all timing arc, the local proximity induced sensitivity and the process variation induced sensitivity given focus and dose variation.
Using this metric we can achieve device criticality aware layout and process robust layout

Let us see this example.
In this figure, If NMOS and PMOS transistors have the same criticality from the gate length variation,
This landing pad should be located in the center between two transistors.
If then, those two transistors have same amount of gate length variation.
Meanwhile, if PMOS is more critical than NMOS from the gate length variation,
We should move the landing pad down.
If then, PMOS transistor has less gate length variation. 
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Poly / Active Layer Optimization
 Poly corner to active (PCA) positive ΔLgate

 Poly line-end (PLE) negative ΔLgate

 Active corner to poly (ACP) positive ΔWgate

Poly Layout Optimization Active Layout Optimization

Presenter
Presentation Notes
With the total sensitivity, we can optimize the standard cell.
We mainly optimize those three parameters which are all major problems in systematic gate length variation.
Those are poly corner round, poly line-end, and active corner round.
We named them with PCA, PLE, and ACP.
We can optimize the best distance of each variable by the best trade-off given DRC constraints.
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Poly Layer Optimization
 PCA shows a convex form (-1/√x) in our DRC range.
 PLE has a positive linear trend in a certain range.

PCA PLE

cPLEbPCAa iiij +⋅+⋅≥γ epd ijiij +⋅∆⋅≥ γη

Presenter
Presentation Notes
So let us see the trend of gate length variation due to poly corner (PCA) and poly line end (PLE).
In this graph, the X-axis means the distance between poly corner and active.
The Y-axis is the corresponding gate length variation and delay variation.
As you can see, the PCA has an exponential or negative second root trend which is a convex relation.
Meanwhile, in this figure, the X-axis is for the line end distance.
As line end distance increases, the gate length linearly increases in a certain range. 
Of course, if PCA and PLE are significantly large, the gate length is not changed any more.
So,  we used several constraints.
If the gate length variation caused by poly corner and line end is lower than the threshold level,
We do not care them. 
Using those results, we make a lithography proximity relation.
The process sensitivity (eta) is automatically determined by (gamma).
Please make sure that this relation is applicable in a certain range.
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Poly Layer Optimization

 The objective is to minimize the maximal delay variation.
 Since γij is convex, we can obtain optimal PCA and PLE.

min,max, ijij dd ∆+∆min:
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So, poly layer optimization is achieved by minimizing the performance gap between two delay corners (fastest and slowest). 
This point is the fastest delay corner, and this point is the slowest delay corner. 
Our goal is to minimize both (Gamma) and (Eta).
Based on this dot line, any deviation causes delay variation.
So, we should minimize the sum of the absolute delay of two corner,
Since a is a negative value and the constraint  is convex, we can obtain the globally optimal PCA and PLE.
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Active Layer Optimization

 ACP has a positive linear trend with the distance 
of active corner to poly.

 The objective is to 
minimize gate proximity.

 γij is linear, we can obtain 
optimal ACP.

bACPa iij +⋅≥γ
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In a similar way, we can optimize the active layer.
In this figure, the gate length variation has a linear relation with the distance of active corner.
Since, the active layer is usually robust to the process variation,
In this case we just consider the lithography proximity. 
By minimizing the gate proximity due to active corner, we can optimize active layer.
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This is the overall flow our Total sensitivity aware layout optimization
The flow is divided into three main steps:
After getting the delay sensitivity for all devices, We can get the total sensitivity.
Then, we optimize the poly layer and active layer sequentially using convex and linear formula
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Experiment Results: Setup

 Impletemeted in Tcl/Perl
 Industrial 45nm ASIC designs 
 Calibre-WB for model based OPC/Litho
 H-Spice for timing/characterization
 Two Layout Optimizations

› Conventional restricted design rule (RDR) approach 
(CONV)

› Total sensitivity based layout optimization (TSDFM)

Presenter
Presentation Notes
We have implemented our optimization with calibre Tcl and perl.
Then applied to the industrial 45nm design.
We compared our results with the conventional RDR results.



Delay Variation
 Δdelay @best process is relatively low (around 3%)
 Up to 24% reduction in the delay difference between the 

fastest and the slowest process corner.
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We calculate the delay variation.
This column is the results when the device criticality is considered on the nominal lithography condition.
This column is when the process variation is applied, while we do not consider device criticality.
The last column is the delay result when we consider device criticality on the process variation. 
As you can see, on the best nominal lithography condition, the delay variation is relatively low (around 3%).
Even its low impact, we improve around half of RDR results.
When the process variation is applied to our cell, the delay variation is relatively high (around 20%).
When we just consider physical gate length variation, We improve up to 16% and around 8% on average.
Meanwhile, when we consider both device criticality and physical gate length variation,
We improve the delay variation up to 24% compared to RDR.
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Leakage Variation
 The local maximum leakage is decreased up to 91.9% in 

a cell and as much as 57.5% on average.
 Despite the small improvement of ΔL, we can see the 

huge amount of improvement on leakage current.
Cell ΔL Leakage ΔL Leakage Improve

CONV TSDFM %
C1 -2.26 2.289E-08 -1.27 5.407E-09 85.12 

C2 -1.28 5.434E-09 -0.94 4.619E-09 26.45 

C3 -1.83 6.747E-09 -1.19 5.203E-09 35.13 

C4 -2.90 3.082E-08 -1.08 4.940E-09 90.91 

C5 -1.43 5.789E-09 -1.33 5.546E-09 7.07 

C6 -1.86 6.808E-09 -0.54 3.639E-09 71.12 

C7 -2.03 2.002E-08 -1.78 6.630E-09 75.78 

C8 -2.76 2.917E-08 -1.18 5.178E-09 89.46 

C9 -2.29 2.332E-08 -1.54 6.046E-09 82.38 

C10 -2.79 2.945E-08 -2.54 2.637E-08 11.37 

Presenter
Presentation Notes
As I mentioned before, our optimization is capable of reducing leakage 
Because we can reduce the fastest process variation.
As you know, the delay may be decreased at the fastest process, but the leakage is significantly increased.
The local maximum leakage in a device is decreased up to 91.9% in a cell and as much as 57.5% on average in the D-type Flip-Flop cell.
Note that despite the small improvement of gate length variation, we can see the huge amount of improvement on leakage current.



Conclusions

Total sensitivity (device criticality, nominal 
lithography proximity, process variation)

 The process sensitivity is highly correlated with 
the lithography induced sensitivity.

 Optimization is done by reducing the gap 
between the fastest and slowest delay corner.
(up to 25% reduction of Δdelay and 92% 
decrease of leakage) 

 Future works
› Metal proximity & interconnect optimization
› S/D contact optimization

22

Presenter
Presentation Notes
In this paper,
We present total sensitivity driven layout optimization.
The metric consists of device criticality, lithography proximity, and process variation sensitivity.
And, we found that the process sensitivity is highly correlated with the lithography induced sensitivity.
The optimization results show up to 25% reduction of Δdelay and 90% decrease of leakage.
For the future work,
We are going to study for inter-cell proximity effect and s/d contact optimization. 
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Back-up slide
 Delay variation for the delay arc, α due to variation, ΔLi :

 Total delay sensitivity index, Ψ:

 The devices within the cell can be ranked.
 Circuit induced sensitivity  σ
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Let’s first see the Device Criticality based Sensitivity.
Let ΔLi be a gate length variation in the ith device in a cell. Then the delay variation, Δdi due to ΔLi is given as this equation.
where the partial derivative term represents the sensitivity contribution of the ith device to the cell's delay sensitivity. 
If we assume that ΔLi shows Gaussian distribution, the cell's delay due to all devices can be represented as this equation.
The delay variation is different from the input delay arcs. 
Some devices have significant impact on falling arcs while the other devices have an impact on rising arcs.
To understand the contribution of each device with respect to the cell's total performance, we should consider all delay arcs.
So, we introduce a total delay sensitivity index, Psi 
Which is calculated from weighted sum of delay-sensitivities due to all delay arcs in a cell.
This table is an example of two input NAND.
By averaging the above equation for all timing arcs within the cell, the devices within the cell can be ranked based on their sensitivity contributions.
So, Each device has its own criticality.
We can name Circuit induced sensitivity as σ
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