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Timing-driven Placement

Timing closure — primary objective of
an automated physical synthesis tool

= Objective

— Minimize critical path delay and overall timing
within a physical synthesis framework

= How Is it Done?
— Path delays dominated by interconnect delays

— Minimize critical path delay by minimizing
the critical net/path wire length
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Previous Work

= Global Timing-driven Placement

= Incremental Timing-driven Placement
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Global Timing-driven Placement

= Global Placement using net constraints
— Minimize wire length of the “nets” on the critical paths

— Implicit delay minimization via net length minimization

= Key Approaches:

— Net-weights

» Weight nets on critical paths for placement
— Net-length Constraints

» Constrain net lengths during placement
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Global TDP: Key Drawbacks
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Presentation Notes
Optimize critical net wire length at the expense of non-critical net wire length
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Global TDP: Key Drawbacks

No interaction with timing optimization transforms
(buffering, gate sizing, etc.,)

Net Constraints
= How much / how many?

= Remain static during placement

Invalidated due to placement changes

* Dynamic regeneration may lead to oscillations
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Net constraints - indirect measure of the actual timing constraints
Placement changes can invalidate the timing on which the net constraints were originally based
Use inaccurate delay models or illegal placement (may lead to oscillations)
Global minimization of weighted wire length will in most cases degrade the design timing. Therefore, need to closely interact with timing optimization
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Incremental Timing-driven Placement

= Incremental Placement Using Path Smoothing

— Directly optimize critical paths in the design

= Key Approach:

— Model the physical properties during placement
» gate delay, interconnect delay, etc.,
— Use mathematical programming to perform placement

— Mostly use Linear Programming
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Incremental TDP: Key Drawbacks

Inaccurate or crude delay models
Computationally intensive mathematical programming
Limited scope in terms of the number of paths

lgnore module overlap constraints when
solving the mathematical program

Do not explicitly model placement blockages

Cannot handle other issues like placement congestion

8 ISPD 2010 3/16/2010




IBM Research

ITOP: Integrating Timing Optimization within Placement

Effectively integrates timing optimization
and static timing analysis into placement

Incremental Timing-driven Placement
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Scope vs. Solution Quality
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Physical Synthesis Flow: Traditional vs. ITOP
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ITOP: High-level Flow

Goarse Timing OptimizatioD C End )

NO

\ 4

Slack-based Critical Path Threading

A

Improvement?

YES

\ 4

Incremental Critical Path Smoothing

Incremental Timing Optimization

: N
r———————— A :
I Congestion Mitigation | —r———————— ——————
: and RLELELE »  Slack Histogram Compression |
|

12 ISPD 2010 3/16/2010



Presenter
Presentation Notes
Critical Path Smoothing
Straighten critical paths
Bring source and sink end points closer
Distribute the cells evenly along the path
Congestion Mitigation & Wire length recovery
Perform placement density management to preserve routability
Perform Detailed Placement to improve placement wire length
Incrementally optimize circuit timing by performing buffer insertion, gate sizing etc.
Perform global timing optimization to compress the entire slack histogram
Movement of the critical modules can greatly increase the placement congestion in certain parts of the placement region.
Impact of increasing the placement congestion:
Timing optimization might not have enough space to perform buffer insertion or gate sizing (degraded QOR)
A large number of pins being present in a local region can cause severe routing congestion
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Slack-based Critical Path Threading

e

Components and interconnects in bold represent critical paths

Create additional two-pin nets linking
the components on the critical paths

Assign a “high” net-weight on these two-pin nets
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The components and the interconnections in bold represent two paths in the design (let us assume that these are the critical paths)
We create additional two-pin nets linking the components on the  critical path and assign a “high” net-weight on these two-pin nets (This is shown by the nets in green)
The incremental placement algorithm then minimizes the length of the critical paths to improve their timing
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Incremental Critical Path Smoothing
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Move the top-most timing critical modules

Greedy heuristic for module movement
= | ocal iterative movement of the modules

Movement score: Weighted quadratic wire length

Displacement threshold to limit module movement

Consider blockages during movement (tunneling)
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Main objectives:
Minimize critical path lengths
Evenly distribute the critical modules along the paths
Hence, the score for each move is the reduction in the weighted quadratic
wire length of all the nets connected to the module.
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Incremental Critical Path Smoothing: Example
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Tunneling to Handle Placement Blockages
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Incremental Timing Optimization

= Timing analysis to determine the
negative paths after placement

= Consider only a subset of the negative
paths in the design (critical paths)

= Quick buffer insertion and gate sizing to
Improve timing on the critical paths

= Flexible to use other transforms

— multi-threshold vt tuning, wire sizing, layer assignment
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Congestion Mitigation
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Preserve the routability of the incoming placement
Placement density management by maintaining the original module distribution
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Congestion Mitigation
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Slack Histogram Compression

= Timing optimization on a larger set of paths in the design
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Movement of the modules on the critical paths over multiple iterations can accumulate and impact the timing on a large set of the off-critical paths. Periodically increasing the scope of the optimization can recover any degradation in the timing on the off-critical paths.
This in turn can help the critical path optimization steps of ITOP to find the correct set of critical paths to be optimized.
Periodic slack histogram compression also improves the efficiency of the overall algorithm.
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Experimental Setup

= Implemented within the IBM Placement Driven Synthesis tool
= Benchmark Designs: High performance 65nm and 45nm industrial designs

Circuit Modules Nets
ckt 1 77K 61K
ckt 2 102K 104K
ckt 3 142K 145K
ckt 4 171K 176K
ckt 5 260K 269K
ckt 6 298K 313K
ckt 7 433K 441K
ckt 8 451K 465K
ckt 9 476K 490K
ckt 10 554K 562K
ckt 11 951K 961K
ckt 12 1034K 1056K
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Effect of Placement During ITOP
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= Incremental placement is essential
— To improve overall timing
— Prevent optimization from getting stuck in a local minima
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Effect of Tunneling During Placement

24

IBM Research

No With No With
%lmprov %lmprov

Tunneling Tunneling
ckt 5 | -0.44 | -0.31 29.55 -2902 | -2636 9.17
ckt 6 | -1.65 | -1.07 35.15 -7083 | -6298 11.08
ckt 9 | -0.32 | -0.06 81.25 -116 -48 58.62
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Effect of Slack Histogram Compression
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No With No With
%lmprov %lmprov
Compression Compression
ckt 4 | -762 -645 15.35 7658 7413 3.20
ckt 8 -359 -245 31.75 3100 2768 10.71
ckt 9 -74 -48 35.14 1266 994 21.48
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Experimental Flows
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Since the NO-TDP flow performs only a single wire length driven global placement (without any net-weighting), it should have better wire length and potentially better routing congestion as compared to the TDP flow.
On the other hand, the TDP flow should have better overall design timing as compared to the NO-TDP flow since it includes an additional net-weight driven timing-driven placement step.
Goal of ITOP is to get wire length and routability comparable to NO-TDP and design timing better than TDP
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Worst Slack (ns)
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Initial NO-TDP | %Improv TDP %Improv ITOP %Improv

ckt 1 -2.62 -2.54 3.05 -3.30 -25.95 -1.01 61.45
ckt 2 -0.43 -0.15 65.12 -0.17 60.47 0.07 116.28
ckt 3 -0.23 -0.17 26.09 -0.12 47.83 -0.01 95.65
ckt 4 -0.64 -0.51 20.31 -0.35 45.31 -0.27 57.81
ckt 5 -1.25 -1.01 19.20 -0.83 33.60 -0.31 75.20
ckt 6 -2.03 -1.71 15.76 -2.47 -21.67 -1.07 47.29
ckt 7 -1.24 -1.16 6.45 -0.75 39.52 -0.47 62.10
ckt_8 -0.98 -0.92 6.12 -0.56 42.86 -0.16 83.67
ckt 9 -0.90 -0.68 24.44 -0.46 48.89 -0.06 93.33

ckt 10 -0.61 -0.46 24.59 -0.40 34.43 0.06 109.84
ckt 11 -1.56 -1.26 19.23 -1.02 34.62 -0.60 61.54
ckt 12 -2.19 -1.90 13.24 -2.00 8.68 -1.01 53.88
Average 20.30 29.05 76.50
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1) 12/12 better
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Figure of Merit (FOM) (ns)

Initial NO-TDP | %lmprov TDP %Improv ITOP %Improv

ckt_1 -1750 -1492 14.74 -1223 30.11 -1235 29.43

ckt_2 -169 -34 79.88 -59 65.09 -2 98.82

ckt_3 -89 -50 43.82 -31 65.17 -13 85.39

ckt 4 -2036 -1469 27.85 -581 71.46 -645 68.32

ckt 5 -6244 -5273 15.55 -3076 50.74 -2636 57.78

ckt_6 -8256 -6566 20.47 -6407 22.40 -6298 23.72

ckt_7 -14147 | -11811 16.51 -7083 49.93 -5507 61.07

ckt_8 -1795 -1149 35.99 -449 74.99 -245 86.35

ckt 9 -1537 -683 55.56 -163 89.39 -48 96.88

ckt_10 -111 -104 6.31 -42 62.16 -2 98.20
ckt_11 -96857 | -77375 20.11 -19557 79.81 -20616 78.72
ckt 12 | -10987 -9088 17.28 -6462 41.19 -6996 36.32
Average 29.51 58.54 68.42
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1) 9/12 comparable or better
2) For ckt_11 and ckt_12 routing congestion of TDP flow is too high (potentially un-routable)
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Total Steiner Wire Length (xeb6)
nitial | No-TDP | NO-TEP 1 TOP ITOP IOl
Initial Initial Initial
ckt 1 | 94.70 94.16 0.99 101.23 1.07 94.92 1.00
ckt 2 16.97 15.96 0.94 17.99 1.06 16.56 0.98
ckt 3 | 28.81 27.79 0.96 27.68 0.96 27.89 0.97
ckt 4 | 47.21 46.86 0.99 52.77 1.12 47.25 1.00
ckt 5 | 118.09 | 115.98 0.98 125.04 1.06 117.37 0.99
ckt 6 | 117.14 | 115.97 0.99 143.74 1.23 128.61 1.10
ckt 7 | 185.27 | 182.46 0.98 195.84 1.06 185.99 1.00
ckt 8 | 154.05 | 147.46 0.96 161.68 1.05 147.62 0.96
ckt 9 | 132.63 | 128.15 0.97 127.89 0.96 129.80 0.98
ckt 10 | 142.69 | 13551 0.95 135.51 0.95 135.39 0.95
ckt 11 | 341.62 | 327.84 096 | 347.01 1.02 341.61 1.00
ckt 12 | 290.72 | 282.11 0.97 297.69 1.02 295.98 1.02
Average 0.97 1.05 1.00
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Global Routing Congestion Analysis (#Nets = 100%)
Initial NO-TDP | Increase TDP Increase ITOP Increase
ckt 1 80 77 -3 81 1 80 0
ckt 2 3053 2243 -810 4776 1723 2438 -615
ckt 3 132 152 20 0 -132 117 -15
ckt 4 262 218 -44 4756 4494 339 144
ckt 5 158 158 0 486 328 158 0
ckt 6 3837 3796 -41 31197 27360 6406 2569
ckt 7 246 169 =77 2481 2235 324 78
ckt 8 6608 6565 -43 52486 45878 6595 -13
ckt 9 919 917 -2 1964 1045 991 72
ckt 10 706 769 63 356 -350 616 -90
ckt 11 1112 7313 6201 169232 168120 17039 15927
ckt 12 10864 8951 -1913 36415 25551 13839 2975
Average 279 23021 1747
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The metric that is used to measure the congestion after global routing is the number of nets above 100% congestion. 
This is defined as the number of nets that are assigned to a global routing edge which is using 100% or more of its routing resources. 
In practice, it is desirable to have a low value for this metric to make the design more routable.



IBM Research

Runtime (sec)

NO-TDP TDP ITOP ITOP/TDP

ckt_1 1023 2538 2758 1.09
ckt 2 674 1526 1449 0.95
ckt_3 831 1931 1435 0.74
ckt_4 1046 2227 3524 1.58
ckt 5 1686 3148 4154 1.32
ckt_6 1416 3558 4273 1.20
ckt_7 2765 5835 6779 1.16
ckt_8 3631 10612 8426 0.79
ckt 9 2587 6227 8785 1.41
ckt 10 3024 9583 4100 0.43
ckt 11 9896 33673 36162 1.07
ckt 12 6964 18965 20386 1.07
Average 1.07
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Conclusions

= ITOP: Effectively integrates timing optimization
and static timing analysis within placement

= Incremental timing closure flow
— Replace global timing-driven placement

= Timing closure without hurting wire length
and routing congestion

= Results

— Worst Slack: 56.2% and 47.5% improvement
over NO-TDP and TDP

— FOM: 38.9% and 9.9% improvement over NO-TDP and TDP
— Wire length: 5% improvement over TDP
— Routing Congestion: Comparable to NO-TDP
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