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Amount of Availabl®ata Grows Rapidly

No choice but to throw
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How to take advantage of such abundance of data?




Al can Extradnsights from Abundance of Data
Letos look at deep neuralTiiel o £hicER M uhrans at
Image Recognition

Deep learning algorithms compete at ImageNet challenge
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ACHIEVING HUMAN PARITY IN CONVERSATIONAL SPEECH RECOGNITION

W. Xiong, J. Droppo, X. Huang, F. Seide, M. Seltzer, A. Stolcke, D. Yu and G. Zweig

Inference Prediction
» Microsoft Research
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Al Is Changingardware and Softwar&ervices

Hardware for Alnow available Realtime intelligent servicen the rise
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Perspectives from the web
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Can be managed and used .
& independently from the CPU availabl
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Hardware accsleration plane
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Conversational Al: Computers That Talk

Conversational Al systems are computers that people can interact with simply by having a
: o Cm— conversation, our most natural form of interaction. In short, it is what allows us to talk to
T mnet e (CRE) senves e voice-driven technologies like Amazon Alexa and ask about the weather, order products

X Y' I y é Y' 2 NB y 2 L] é K 2 é y I y' R online, and even call a cab, simply by using the language we already know.
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Evolving Al Need2ogrammable &ustomizable HW

Mix of precisions
(just a few examples below)
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Mix of NN layer types
(e.g., DeepSpeech2)
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Mix of uses
(e.g., context analyses)
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AutoML: Computergenerated custom NNg.g.,
available in Google Cloud)
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Implications to Computing

A Deluges of dat#, process near data, minimize movement
A Myriad Al algorithm variationd programmability + customizability
A Interactive, reatime Al serviceg, latency optimized architecture

A Larger data and Al modefs need scalable solution

FPGAs are strong in all these areas
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FPGADverview

Fine-grainedgeneralpurpose spatial arch.

(bit-level, cyclelevel, dataflowlevel programmable)

Sea of Programmable Logic and Routing
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(e.g., 10 TFLOP/s FP32 in Stratix 10 2800)
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(e.g.,~30MBs total size~10sTB/s in Stratix 10 2800)
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Great for near-data latency-sensitive fine-grained apps

Complementary to other general-purpose architectures (CPU, GPU)  — E



