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 Zero Skew Clock RoutingZero Skew Clock Routing
ii PRIDE: Placement and RoutingPRIDE: Placement and Routing

Integrated Design EnvironmentIntegrated Design Environment



D  Z  SkDr. Zero Skew



 ArcGate – Astro: the first commercially successful y
performance optimization physical design system



a breakthrough logic verifications a breakthrough logic verifications 
(Simulation/Emulation) system

Cadence Incisive 
Xtreme seriesXtreme series









RoutabilityRoutability
• No design rule violations

PerformancePerformance
• clock period
• Low powerLow power

Floorplan Placement Routing
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Convex contour of the cost function
Recursive partitioning

Mi t i tMin-cut improvement
First-order constraint
Detailed placement improvementp p

• Pair-wise interchange
• Single cell movement
• Rotation/flippingRotation/flipping



Detailed routerDetailed routerGlobal routerGlobal router
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The number of required routing tracksThe number of required routing tracks
should satisfy H/V cut-demands
• Height = D /L• Height = Dh/Lh

The H demand on V cut Number of H layers

Chang, ASPDAC 2011 Area reduced 2~15%Area reduced 2~15%



Runtime 5.3 x faster



“U ef l”Useful
routing 
tracks

Layout results

M1
M3

M1



Greatly improve wirability and timing Greatly improve wirability and timing 
performance



 Balance wire  load and phase delays (of macros)  Balance wire, load and phase delays (of macros) 

Before optimization After optimization



Critical path
Switch to 
faster 
i t l dinternal edge

Faster edge





Critical Path Delay

I t t t
Clock Skew

Interconnect gate
Clock Skew



Main issue: cross macro timing pathsMain issue: cross-macro timing paths

1 cycle 1 cycle1 cycle

x 1-(x+y) y



Separate critical from non-critical group



Mesh H-Tree

Trunk C-Tree











Solve [r1=xl  r2 = (1 x)l]Solve [r1=xl, r2 = (1-x)l]

Get



Routing BlockagesRouting Blockages
• Instead of DME, 

generate a few routing choices
p2

generate a few routing choices
p1

Avoid Pin Access Blocking





Timing Verification Timing Verification 
((graph graph oriented)oriented)

Physical Design Physical Design 
((net net oriented)oriented) Net 

t i tconstraints
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A snap shot of the timing verification A snap shot of the timing verification 
result in terms of a slack number on each 
pin and edgepin and edge.

 It actually contains both timing and 
connectivity information  connectivity information. 



[Tsay, Patent 95]
Optimize placement
s.t. timing constraints
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Check 
constraint
violations

Optimal
placement   0.. xsts

ok
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At node i:At node i:

 iiiiii sxysyx  0

At edge ij:

 iiiiii

At edge ij:

   jjijiijijijji sxHxdHdyx  0    jjijiijijijji y



Assume local placement changeAssume local placement change

Hence
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connectivity
Pin offset
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Tsay, DAC 90

C  l  b  l i   d ffi i t K hCan solve by applying necessary and sufficient Kuhn-
Tucker conditions => Lagrange Multiplier = “added 

net weighting”g g
Approximated Solution
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Minimize total cell size while meeting 
timing constraintsg
• optimize timing on critical paths
• size down in non-critical paths
• Experiments show 30~40% performance gain, 

with reduced total cell area



sinks
critical
sinks

source

buffer repeaterd !B

 Buffer blocks off unnecessary capacitance load to 

L
B

y p
critical sink.

 Repeater reduces “quadratic” interconnect delay.



TDP TDR Relative cycle time

7K cells
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